THE CENTRAL BANKING SYSTEM PARADOX

ABSTRACT. The conventions of monetary theory assume the central banking system (CBS) as the starting point for achieving the stability and efficiency of the financial system. This paper stresses the stability-efficiency thesis based on the Austrian business cycle theory (ABCT). It argues that the stability-efficiency thesis under CBS poses a paradox for two main reasons. First, central banks’ interest rate handling causes business cycles, yielding the intertemporal discoordination of the money and goods markets. Second, a central bank's lender-of-last-resort role is an incentive to call for further interest rate handling, making the chance of smooth business cycles difficult or impossible. This paradox is empirically analyzed and discussed through the True Money Supply (TMS) performance in the United States's business cycle phases between 1975 and 2022. Consistent with the ABCT, the research results unlock the paradox by showing that CBS causes business cycles. Some policy implications are outlined for further research and revision of monetary theory.

Introduction

The conventions of monetary theory assume the central banking system (CBS) as the starting point for achieving the stability and efficiency of the financial system and ensuring persistently low and stable inflation over time that guarantees the normal functioning of internal and external payments (Goodhart, 1988; Nersisyanu & Wray, 2016; Taylor, 2019; Dikau & Volz, 2021). Among the standard functions of a central bank, handling the interest rate to change the supply of money and credit stands out (Selgin & White, 1994). A crucial aspect of CBS is that it allows commercial banks to operate with fractional reserve, that is, to treat deposits as loans to increase the supply of loanable funds. Commercial banks hold a small fraction of demand deposits to meet repayment demands and then lend the rest, expanding the supply of loanable funds of the monetary base (Bagus et al., 2013; Goodhart &
Lastra, 2018; Fiebiger & Lavoie, 2020). Loaning the deposits allows the banks to receive additional profits; the newly created credit increases the aggregate demand in the short term. According to Bagus and Howden (2013), CBS assumes that depositors will not jointly claim their money simultaneously and that increasing monetary aggregates above the monetary base does not harm economic performance. In a financial crisis or economic recession, the central bank acts as a lender of last resort to smooth the business cycle.

The cause of business cycles is an open debate in monetary theory (Garrison, 1984; Cerra et al., 2023). Depending on the model’s assumptions, it is possible to find different interpretations of the real or monetary causes of the business cycle. It is widely known that the Keynesian and monetarist theories focus on the business cycle's real or monetary aspects (Froyen, 2013). As an alternative, the Austrian School offers a middle way to unlock the debate. The Austrian business cycle theory (ABCT) clarifies why the equilibrium state does not resume after the shock through the real causes and why changes in the quantity of money can modify relative prices through the monetary causes. Following Mises, Hayek, and Wicksell, Huerta de Soto (2020) explains that the origin of business cycles must be found in the differential between the natural and monetary interest rates. This residual between the two interest rates is possible due to the elasticity of bank credit handled by the central bank. Cyclical fluctuations result from changes in the amount of money available or the elasticity of the volume of money the central bank handles, constituting the necessary and sufficient condition for forming the business cycle (Hogan & White, 2021).

If the CBS causes business cycles, how can it simultaneously ensure the stability and efficiency of the financial system? This article stresses the stability-efficiency thesis based on the Austrian business cycle theory. The claim that CBS can efficiently handle the financial system poses a paradox for two main reasons. First, the interest rates the central bank handles cause business cycles, generating an intertemporal discoordination of the money and goods markets. Second, the central bank's lender-of-last-resort role is an incentive to demand further interest rate handling, making it difficult or impossible to smooth business cycles.

The paradox is empirically tested the United States's business cycle phases between 1975 and 2022, using the True Money Supply (TMS) data available on the Federal Reserve Bank of St. Louis (2023) (see Rothbard, 1983; Salerno, 1987; Shostak, 2000). The interannual causal relationships of the TMS and the interannual growth rate are estimated for the real GDP through Granger causality tests. A vector autoregression (VAR) model is estimated to obtain the impulse-response functions of changes in TMS on real GDP. The results support the ABCT and contribute to unlocking the debate on the causes of the business cycle.

Section 1 reviews the ABCT literature to clarify the CBS paradox, contrasts it with Keynesian and monetarist business cycle theories, and answers the main criticisms. Section 2 develops the TMS model. Section 3 tests the stability-efficiency thesis paradox based on TMS and discusses the implications for banking system policy reform. Section 4 concludes.

1. Literature review

The ABCT began with Ludwig von Mises (1912), who pioneered the combination of Knut Wicksell's monetary dynamics and Eugen von Böhm-Bawerk's theory of capital (Blaug, 1997; Lewin & Cachanosky, 2019). Subsequently, Fritz Machlup (1931), Lionel Robbins (1934), Gottfried Haberler (1937), Friedrich Hayek (1941), Ludwig Lachmann (1956), and Murray Rothbard (1963) built capital-based macroeconomics in which cyclical fluctuations...
are attributable to a monetary cause, affecting relative prices of the economic system with real consequences in the intertemporal structure of production. Other Austrian economists, such as Skousen (1990), Cowen (1998), Horwitz (2000), Garrison (2001), Salerno (2010), Young (2015), Huerta de Soto (2020), and Potuzak (2022) provide different variations of the theory appropriate for specific episodes of business cycles to define the macroeconomic analysis complexity from micro-fundamentals (Paniagua, 2023).

The canonical variant of the ABCT explains boom-bust cycles because of a central bank’s credit inflation in a fractional-reserve banking system, thus emerging the stability-efficiency thesis paradox. The theory begins with a hypothetical equilibrium over time in the production structure, deriving the predictable results of a central bank disruption of that equilibrium. Thus, the canonical theory focuses on (1) the time structure of production, (2) the potential for credit inflation to alter the relative prices of current versus future goods, and (3) a misallocation of resources between production processes that require more or less time.

Mises (1949) explained that producing consumer and capital goods requires time. In a dynamic economy, capital goods are heterogeneous and have multi-specific uses due to their physical dimensions and the different attributes depending on the subjective plans they can satisfy. They can also be substitutes or complementary in the production process. Economic calculation facilitates the combinations of capital goods that go through stages of production until they produce the final goods, which can be capital goods (used to produce other goods) or consumer goods. The production time depends on the available technology and the time preference of agents as the trade-off between preferred present goods or future goods.

More roundabout production methods tend to be more productive. Agents are willing to give up closer ends to pursue goods with a longer production time if they "judge" this will achieve longer-lasting satisfaction or utility. The search for more lasting ends is because (1) it is impossible to attain the same end immediately, or (2) the expected result is more significant than what could be achieved in shorter time processes. For example, Robinson Crusoe can hunt (consumer good) with his bare hands, but he will be much more productive if he has a spear (capital good). This production process requires time from obtaining the given products of nature (capital goods) to combining them and obtaining the spear.

Improvements in the quality and quantity of consumer goods available in the economy mean developed stages in increasingly complex production structures, requiring investment in capital goods accumulation, which in turn depends on the level of genuine savings (prefer future goods over present goods) (Kirzner, 2017). When dealing with time preferences, the natural or Wicksellian interest rate corresponds to the market interest rate as the price of time. It signals entrepreneurs which investment projects are relatively the most profitable. A high degree of impatience (low level of saving) means a higher preference for present goods than future goods, which tends to raise the interest rate. A low time preference (higher level of savings) shows a greater relative preference for future goods than for present goods, which tends to reduce the interest rate. Since the agents’ decisions to save imply their consumption decisions, a fall in the market interest rate will tend to coordinate the investment profit promises of entrepreneurs in a more capital-intensive production structure with the time preferences of consumers intertemporally. Based on the prior genuine savings increase, the entrepreneurial market process facilitates the healthiest economic growth and development conceivable (Espinosa et al., 2021).

---

2 Inflation is the excess supply of money. When the money supply increases and/or the demand for money falls, the purchasing power of money decreases. As a result, relative prices tend to increase (Bagus et al., 2014). Inflation imposes direct and indirect costs. The former implies that inflation tends to undermine the coordination properties of the price system, and the latter implies that agents tend to divert resources from satisfying needs to prevent or cope with increased uncertainty (Horwitz, 2003).
Suppose a central banking system (CBS). It involves the fractional reserve to "lend the demand deposits": the deposit contract (it does not transfer availability) is treated as equivalent to the loan contract (it transfers availability) (Bolton & Dewatripont, 2004). When bank A lends a fraction of the deposits to others, depositors and borrowers have the same money available. "Lending deposits" is ontologically impossible, expanding the supply of money and credit in practice (Bagus & Howden, 2012). The central bank can increase the growth rate of the money supply, inflating credit and reducing the market interest rate below the natural rate. As in any price control, time price control does not adequately express the trade-off of present and future goods of individuals (Hayek, 1945; Bylund & Packard, 2022). Production becomes inconsistent with consumers’ time preferences and available technology.

On the one hand, the central bank’s interest rate reduction makes investing in projects to produce future goods artificially profitable, whose demand the entrepreneurs judge to manifest in the future (Hülsmann, 1998). Entrepreneurs then tend to execute more roundabout projects from final consumption with the promise of coordinating with greater demand in the future as if previous savings in the economy had increased, something that did not happen. On the other hand, consumers judge that they can execute more direct plans with more favorable credit conditions. This intertemporal discoordination denotes the boom phase of the ABCT.

The boom consists of a discrepancy between the investment plans of entrepreneurs and the plans of consumers. If investment plans exceed the economy's genuine saving level because people’s time preferences stay the same, more roundabout projects will not be in demand (Bagus et al., 2018). However, the handled interest rate makes entrepreneurs judge consumers as more future-oriented (Garrison, 2004). Entrepreneurs judge that more capital-intensive investment plans will be completed and demanded. By game theory, if banks can operate on fractional reserve and firms can access cheap credit, the best answer is for the bank to expand credit and have entrepreneurs use it with the promise of additional benefits. A different action will harm the position of a bank or company's position vis-à-vis the short-term competition (Van Den Hauwe, 2008).

When cheap credit enters the economy through the demand of entrepreneurs to finance the production of future goods, the prices of the most roundabout capital goods tend to rise concerning the prices of goods closest to final consumption. This boom induces an artificial increase in the expected profitability of the most roundabout projects from final consumption. Entrepreneurs tend to reallocate resources (e.g., labor) towards more roundabout production processes, increasing the stages of the production structure (The Ricardo Effect). However, consumers increase their demand for present goods, which is the opposite of what the interest rate signals to entrepreneurs. The increase in investment by entrepreneurs and consumption by consumers increases aggregate demand and employment in the short term, just as the Keynesian approach predicts (Dalziel, 2002; Bibow, 2002; Dosi et al., 2013; Fazzari, 2020). The Keynesian doctrines neglect the long-term effects of the central bank’s interest rate handles and the inconsistent increase in forced (non-genuine) savings in distorting the intertemporal production structure. Nor is it seen that fiscal policy could worsen this outcome through the crowding out effect (Boettke & Newman, 2017). The Cantillon effect explains that the extra-market-induced mismatch between production and consumption plans gradually deteriorates the economy in which newly created money is distributed in stages as agents receive and use it (Cochran & Call, 1998; Sieroń, 2020). The boom ends when the increase in the money supply exceeds the increase in the production of consumer goods, reducing the purchasing power of money and distorting the price system into an inflationary spiral.

Hülsmann (2002) explains that gross interest is made up of the pure element (variation in time preferences), the risk premium for each specific loan operation (depending on possible default), and the premium for the estimated change in purchasing power of money (expected inflation or deflation).
According to Huerta de Soto (2020), the shift from boom to bust finds entrepreneurs with malinvestment and consumers with overconsumption, where genuine savings decline as interest rates fall artificially. The ABCT explains that malinvestments will increase during the boom. However, it cannot identify which projects will become unprofitable, nor can investors themselves know in advance. Even if investors become cautious, the percentage of investment projects that eventually become unprofitable will increase (Holcombe, 2017).

Entrepreneurs try to harness resources to complete roundabout processes for producing future goods. Consumers demand more resources to satisfy their current demand for goods. This tug-of-war between consumption and production structure causes accounting losses in the most roundabout stages from final consumption. It subsequently drives the rise in interest rates, even higher than before the credit expansion because 1) the premium for the expected loss of purchasing power and the risk of default increase; 2) entrepreneurs prefer to pay higher interest rather than lose what they have invested. Hence, entrepreneurs cannot profit by acting against consumers’ preferences and relative increase in the accounting profits of companies in the stages closest to final consumption.

Profit promises are transferred to investments in lower-order goods in the long term. The more than proportional increase in the price of consumer goods concerning the increase in the income of the factors of production means that, in real terms, these, specifically wages, decrease. Entrepreneurs tend to substitute capital equipment for labour in the roundabout stages (the Ricardo Effect reversal) (Hagemann & Trautwein, 1998). There is a decrease in relative terms in the demand for capital goods and intermediate products from the most roundabout stages of consumption. It further aggravates the latent problem of decreased accounting profits (and even losses) in the most roundabout stages of consumption.

The indications of the bust result from the progressive destruction of the capital due to the ruined investment projects. At the same time, the banking system becomes insolvent. As Young (2015, p. 205) says, "The inconsistencies mean that planned capital structures must be abandoned (e.g., half-built factories are left incomplete) and that roundabout consumption plans must be aborted (e.g., mortgages are defaulted on, homes are foreclosed on)". Accounting losses force entrepreneurs to paralyze, liquidate, or save as much as possible on unprofitable projects. The bust’s final consequence is a costly liquidation as a contraction of entrepreneurial investment and consumer consumption, collapsing aggregate demand, and increasing unemployment. A recovery process will begin, such as restructuring prices and production, which will be painful depending on the degree of government coercive intervention in entrepreneurship and genuine savings accumulation. While a market economy is conducive to a healthy recovery, the central bank’s further handling of interest rates induces another business cycle, upholding the stability-efficiency paradox.4

The Austrian business cycle theory has its critics. It presents a different approach to that proposed by Keynesians and monetarists. These latter approaches suggest that it is a mistake to dismiss the role of economic policy in smoothing the business cycle (Cerra et al., 2023). On the one hand, Keynesian theory states that monetary policies are less effective than fiscal policies. On the other hand, the monetarist theory emphasizes the direct effect of monetary policies when determining fluctuations in the level of production. Both agree that the recession results from scarcity of money and high-interest rates, so the recovery requires increasing the money supply to reduce the interest rate (Trotta Vianna, 2023). However, the ABCT clarifies that the CBS system is economically unsustainable, setting the stage for fiat inflation and business cycles. Central bank credit expansion causes a gap between saving and

---

4 Lee et al. (2020), Espinosa and Véjar (2023), and Espinosa (2023) provide recent analyses on the influence of lax economic policy on the business cycle. The Hodrick-Prescott filter extracted the business and credit cycles from real gross domestic product and credit to the nonfinancial private sector.
investment, resulting in malinvestment and overconsumption. The stability-efficiency thesis paradox emerges and requires empirical testing (Bagus et al., 2018; Newman, 2020).

2. Theoretical framework

The ABCT addresses the central banking system's paradox, where any handling of the central bank's interest rates results from monetary policy to change the money supply. This handling distorts the market interest rate and sets off boom-and-bust cycles. When the central bank raises the money supply to reduce the interest rate to stimulate aggregate demand, consumption and entrepreneurial plans will inevitably be inconsistent. However, the U.S. Federal Reserve's money stock measures, commonly used in economic and business forecasts, fail because they are not based on an explicit and coherent theoretical conception of the essence of money (Salerno, 1987; Shostak, 2000; Sieroń, 2020).

Contrary to commodity money, whose quantities are ultimately determined by money supply and demand in the market process, the quantity of fiat money is always determined by the decisions of governments and central banks, regardless of the desires and actions of the money demanders. Money is routinely accepted as the final means of payment for all market participants, meaning that fiat money can be borrowed and spent in terms of monetary and credit inflation, regardless of demand. As Shostak (2000, p. 69) states, “What determines whether money $M_1$, $M_2$, and the other $Ms$ are valid definitions is how well they correlate with national income. Most economists hold that, since the early 1980s, correlations between various definitions of money and national income have broken down”. The $Ms$ infers that any combination of liquid assets will be classified as money if the combination passes the GDP correlation test. Should any combination of liquidity be accepted as money?

The existing money supply measures need a better understanding of the cause of business cycles. The concept of TMS was pioneered by the ABCT scholars Murray Rothbard (1983) and Joseph Salerno (1987) to represent the amount of money in the economy available for immediate use in exchange. The TMS is an imperfect attempt to provide a statistical measure of money consistent with the theoretical definition of money as the general means of exchange in society. According to Rothbard and Salerno’s approach, the familiar sets of $Ms$ ($M_1$, $M_2$ and $M_3$) calculated by central banks exclude some items identifiable as money and others lacking the essential property of a general medium of exchange. As a general medium of exchange, money is a universal commodity and is routinely accepted in exchanges in the market process. In other words, money is the final payment method in all transactions.

The benefits of TMS over conventional measures calculated by the Federal Reserve are that only money is immediately available as a medium of exchange and payment. The TMS’s empirical relevance provides a broader measure of the money available for spending and investment compared to narrow conventional measures like $Ms$.

First, the TMS includes some components of $M_1$, such as fiat money held by the non-bank public, except for money held by the U.S. treasury and in the commercial values of the

---

5 The TMS is very similar in conception and content to the Money Zero Maturity (MZM) calculated and reported by the Federal Reserve Bank of St. Louis until February 2021 due to the pending update in the measurement of the money market funds component. The MZM measure of money includes all the monetary instruments with zero maturity (see FRED®, 2023). The main difference is that TMS excludes all money market mutual fund stocks, while MZM includes them. However, they coincide in including savings deposits and money market deposit accounts in addition to items in $M_1$, excluding small-time deposits (Salerno, 2010, p. 70).

6 By focusing on this key feature of money, TMS excludes assets that might be considered money substitutes but do not fulfill the role of a final means of payment. In this regard, Salerno (1987, p. 1) claims that existing money supply measures, such as $M_1$ or $M_2$, "tend to impede, rather than to facilitate, a clear understanding of the past or future development of actual economic events".
banks. Demand deposits or checking account balances at commercial banks are also included in TMS because the depositor or a third party designated by the depositor can claim the physical or cash standard. Traveler's checks issued by non-bank financial institutions, such as American Express or Visa, are excluded from TMS because they do not serve as the final means of payment for transactions. For example, credit cards are not counted as part of the TMS. Using a credit card to purchase a good does not ultimately discharge the debt created in the transaction. The card issuer must immediately pay the seller with money from the credit card owner. But then, the cardholder is obligated to make a monetary repayment of the debt to the issuer until the transaction is finally completed.

Second, TMS includes some components of M2 not included in M1. Savings deposits are included in the TMS because they are part of sight deposits; that is, they are effectively withdrawable on demand by depositors in cash. The money market deposit accounts are considered part of the TMS, offering par value capability upon demand from depositors. In contrast, Money Market Mutual Funds (MMMF) and Small-donation time deposits are not cashable on demand, so they are excluded from TMS.

Third, TMS excludes components of M3 not included in M2. Large-donation time deposits are excluded from TMS because they are not payable by the issuing institution before maturity. In the case of components of L not included in M3, the U.S. Savings Bonuses are included in TMS because they are instantly cashable in the U.S. Treasury or associated institutions in their redemption value. In contrast, short-term Treasury securities are not payable before maturity and are therefore excluded from TMS.

Finally, the TMS includes three items that are not included by the Federal Reserve's measures of money supply (Ms) or average liquidity (L): demand for and other deposits held by the U.S. government, official foreign institutions, and foreign commercial banks in the U.S. commercial banks and central bank. Building on Rothbard and Salerno’s description of TMS, this article proposes the following calculation using time-series data available on the Federal Reserve Bank of St. Louis (FRED®) platform:

\[
TMS = M2NS - TVCKSNS - STDNS - RMFNS + TREASURY
\]

The equation shows the codes required to download the time series from FRED®, where TMS is True Money Supply, M2NS is M2, TVCKSNS are Travelers Checks, STDNS are Small-Denomination Time Deposits, RMFNS are Retail Money Market Funds, and TREASURY are Treasury Deposits with Federal Reserve Banks. This money supply metric differs from M2 as it encompasses Treasury deposits at the Fed while excluding short-time deposits and retail money funds. This model is consistent with other recent empirical work on the ABCT (see, for example, Luther & Cohen, 2014; Mroz & Hardt, 2020; Griggs & Murphy, 2021). They focus on interest rate and GDP changes rather than the TMS components because the interest rate is the most visible sign of understanding the emergence of the business cycle, overlooking the link between the real and monetary aspects of the cycle. The TMS model can enrich the academic debate on the alternatives to Ms, such as MZM, exploring the cause of interest rate handling that lies in the TMS changes (Alonso & Bayon, 2023).

3. Results and discussion

3.1. The true money supply as a leading indicator of the business cycle

This section tests the stability-efficiency thesis paradox by analyzing and discussing the link between the True Money Supply (TMS) and the U.S. business cycle (proxied by the
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year-on-year real GDP growth rate). It uses the FRED®’s time series data between the first quarter of 1975 and the fourth quarter of 2022. As explained in the previous sections, the TMS and its interaction with the behavior of bank credit are crucial in the formation and evolution of expansive and recessive business cycles. Graph 1 illustrates the TMS and M2 monetary aggregate behavior in the United States. The black curve is the TMS and the red curve is the M2. The blue curves reflect the TMS trend during the boom-and-bust phases of the business cycle. While the white areas of the graph correspond to boom periods, the gray areas correspond to bust periods.

In line with the ABCT, Graph 1 shows a remarkable qualitative relationship between the year-on-year (y-o-y) growth rates of the TMS (in quarterly data) and the recessionary periods (corresponding to the grey areas of the chart) experienced in the U.S. economy since 1975 to the present. The recessive stages of the business cycle follow a significant slowdown in the annual growth rate of the TMS, which, in some cases, reaches negative values.

Graph 1. The TMS and M2 during the different phases of the U.S. business cycle. 
Source: Own elaboration with data from FRED®.

On the other hand, the TMS tends to increase in the recessionary phases of the business cycle and at the beginning of economic expansions (white areas in the graph). The increasing trend of TMS is attributed to two interconnected factors. First, at the beginning of boom cycles, the CBS amplifies the money supply with its ability to create fiat money through lending. Second, official interest rates are artificially low during these periods due to countercyclical monetary policies, which stimulate the demand for credit and the expansion of spending (Griggs & Murphy, 2021; Espinosa et al., 2021; Alonso & Bayon, 2023).

The TMS handling distorts the production structure. During boom periods, investments backed by cheap and abundant credit aim to promote unsustainable projects in the long term, which result in malinvestment, misallocation of resources, and distortions in the production structure. Factors such as uncertainty, the worsening financial situation of borrowers and the
growing risk of default trigger a reduction in bank credit and, therefore, a significant drop in the TMS. The credit restriction accelerates the fall in investment and consumption, deepening the economic crisis in the United States. As explained above, it is interesting to note that there is not such a significant drop in the behavior of the M2 in the shift from boom to bust.

3.2. The causal relationship between the TMS and the real GDP

The TMS generates reasonably robust signals of economic activity and can serve as a practical leading indicator of impending recessions. It is now necessary to empirically test the relationship between the y-o-y growth rates of the TMS and the real Gross Domestic Product (RGDP) to verify if there is a causal relationship between the central bank’s money and credit handling and production. Graph 2 shows that, with some lag, RGDP movements follow changes in the TMS (see red arrows) in the same direction.

Source: Own elaboration with data from FRED®.

The Granger causality test (GCT) examines the causal relationship between the TMS and the RGDP and whether it has a unidirectional or bidirectional result. Specifically, the GCT reveals if one time series helps forecast another. After confirming the stationarity (I(0)) of both series at the 5% significance level to ensure the robustness of the model, the relationship between the TMS and the RGDP is studied. As the ABCT describes, Table 1 shows that the TMS unidirectionally causes RGDP performance at the 5% significance level but not the other way around (except for lags 1, 4, and 5).

The next step is to estimate a first-order vector autoregressive model (VAR(1)) with a constant term, where the appropriate lag order is defined by using conventional information criteria (Akaike and Schwarz) to assess the two-way causality between both variables. The results of the model are given in Table 2. Standard unit root test results outline the stability of
the VAR model. The model is stationary and satisfies the stability condition, as each root module is below 1.0, and no roots lie outside the unit circle (Graph 3). The VAR estimates confirm the results of Table 1, namely, changes in TMS affect RGDP. The first lag of RGDP growth has a statistically significant negative impact on the TMS, which suggests the countercyclical use of the Federal Reserve’s monetary policy.

Finally, the impulse-response function (HRF) is examined to describe the reaction of endogenous macroeconomic variables, such as the TMS and the RGDP, at the moment of the shock and subsequent moments. Recognizing the shape of the HRF is essential for several reasons, including because it provides better statistical models of the data. The HRF explains how the “shock” caused by one standard deviation (or one change per unit) would affect each variable’s current or future values in the VAR models.

Graph 4 reveals that a positive shock to TMS has a statistically significant positive impact on RGDP. However, this effect tends to dissipate after five quarters and even become negative. This outcome is consistent with the ABCT, which explains how monetary expansions, accompanied by lending that exceeded the voluntary saving rate, lead to a boom-and-bust cycle behind the followed point \(^7\). Graph 4 also shows that a rise in RGDP has an early and statistically significant negative impact on TMS. However, attributed to the countercyclical use of monetary policy, this effect tends to dissipate over time.

### 3.3. Policy implications

The previous results suggest that the TMS is a good indicator of the different phases of the business cycle because it can anticipate the variations of the RGDP. The close link between the TMS and the GDPR is consistent with the Keynesian and monetarist approaches to the business cycle. On the one hand, monetary and credit inflation increases aggregate demand in the short term, as indicated by the Keynesians. On the other hand, monetary policies can alter output fluctuations, as monetarists suggest. However, the previous results confirm the paradox of the CBS stability-efficiency thesis as indicated by the ABCT. The expansionary monetary policy can increase the TMS and thus reduce interest rates, causing a boom in the short term and inducing an inflationary spiral. When that interest rate cannot be maintained over time because there are no savings to justify it, the TMS falls, the interest rate rises, and the wrong investments are liquidated. Monetary policy may turn tight to contain inflation, deepening a long-term financial crisis and economic recession.

The most important lesson of the ABCT and the TMS-based model is that the stability-efficiency thesis is paradoxical because CBS causes business cycles (Sieroń, 2020). Fiat money is inflationary due to the monetary policy, which benefits some at the expense of many others and triggers business cycles of boom and bust. First, the central bank is a legal monopoly. Legal tender laws force agents to use money issued by the central bank, creating a moral hazard problem. If the central bank has the discretion and power to handle the interest rate, it can lower interest rates to stimulate the economy and reduce unemployment in the short term. But CBS implies controlling interest rates and, as with any price control, pricing will inevitably be uncoordinated. If not, central bankers must first know and articulate: 1) the past, present, and future subjective valuations and the temporal preference rate of all individuals; 2) changes in the asset endowment, capital accumulation, amortization rates, and technology of all current and future businesses; and 3) control inflation expectations (see Paniagua, 2023). Accordingly, an optimal monetary policy is impossible.

---

\(^7\) The divergence of the interest rate structure from the natural or Wicksellian interest rate means that the RGDP expansion is unsustainable and must end in recession.
Second, the call for a central bank as a lender of last resort (LOLR) is one of the main reasons for its existence. Any willingness by a central bank to bail out troubled institutions adds another moral hazard: For prisoner's dilemma, the best answer is that banks take short-term deposits and lend long-term for additional benefits, socializing the costs of their bad decisions (Van Den Hauwe, 2008). Banks will take short-term deposits and lend long-term for additional benefits, socializing the costs of their bad decisions. The TMS-based model shows that even monetary rules in the U.S. did not smooth business cycles (Taylor, 2019). In a nutshell, there is no credible solution to the CBS paradox short of the abolition of the central bank.

The free banking system (FBS) theory guides policy reform to avoid business cycles with no central bank, no LOLR, no government deposit insurance, and no financial system regulation (Huerta de Soto, 2020). The transition from CBS to FBS consists of three steps. The first is monetary freedom, also called currency competition, which means abolishing the legal tender laws. Suppose the central bank inflates money and credit above the stock of savings. In that case, agents can, recognizing a policy-induced economic cycle, escape to a sounder currency as a hedge, smoothing biases in the money and credit markets. The second step is to repeal the banking legislation, replacing the fractional reserve with 100% reserves of demand deposits following private property law. The risk of "lending deposits" and business cycles disappear because the market interest rate will match the natural or Wicksellian interest rate. Monetary policy loses utility: money supply and demand in the loanable funds market will determine the TMS and the interest rate. The last step then involves liquidating the central bank and the other institutions dedicated to handling the financial and banking markets.

The most widespread criticism of the FBS is that free banks can act as cartels to produce a concerted monetary and credit expansion (Fiebiger & Lavoie, 2020; Trotta Vianna, 2023). Yet, anticompetitive collusion is difficult in a free market because potential accomplices cannot force others to cooperate. Critics also neglect the fact that free banks cannot sustain a significant expansion because, first, they would operate with a 100% reserve of demand deposits and, second, if they recurrently refinanced by other means in the market, it could weaken their reserves and expose them to runs (Van Den Hauwe, 2008). Free banks can seek other ways to expand credit and refinancing without fractional reserves in a market economy through investment or debt (Huerta de Soto, 2020). Critics should reply that no free bank would want to expose itself to the risk of other free banks failing and compromising its situation because there is no LOLR (Foss et al., 2019; Lewin & Cachanosky, 2019). Even then, if a bank or group of banks acts irresponsibly and goes bankrupt, it will not jeopardize the entire financial system or taxpayers like CBS does. Finally, increasing the savings stock depends on whether institutions facilitate or hinder it. Institutions of secure property rights facilitate savings accumulation and, in turn, develop more favorable credit conditions than otherwise (Acemoglu & Robinson, 2019; Espinosa et al., 2021).

Conclusion

Monetary theory usually assumes a central banking system (CBS) as a starting point to achieve stability and efficiency in the financial system. The Austrian business cycle theory (ABCT) questions the stability-efficiency thesis, arguing that the CBS paradox consists of causing business cycles by handling the interest rate. The interest rate depends on the savings stock in the loanable funds market. The central bank's interest rate handling outside the savings stock causes intertemporal discoordination. Malinvestment and overconsumption induce a short-term boom at the cost of a long-term financial crisis and economic recession.
This paper developed a True Money Supply (TMS) based model to represent the economy's money available for immediate use in exchange. Using data from the United States between 1975 and 2022, this model empirically analyzed how changes in TMS are directly related to changes in real GDP. The results showed that the TMS relationship is a significant measure to explain the different phases of the business cycle.

Furthermore, the paper explained that there is no credible solution to the CBS paradox short of liquidating the central bank. It proposed a guide to policy reform based on the free banking system (FBS) to avoid business cycles. Further research on a detailed guide to policy reform to transition from a CBS to an FBS is required, along with developing the TMS-based model to illustrate ABCT empirically in other countries.
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Appendix

Table 1. The Granger causality test between TMS and RGDP

Pairwise Granger Causality Tests
Sample: 1975Q1 2023Q2 (quarterly data)

<table>
<thead>
<tr>
<th>Lags</th>
<th>F-Statistic</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>32.3293</td>
<td>0.0000</td>
</tr>
<tr>
<td>2</td>
<td>15.9674</td>
<td>0.0000</td>
</tr>
<tr>
<td>3</td>
<td>10.8786</td>
<td>0.0000</td>
</tr>
<tr>
<td>4</td>
<td>7.11694</td>
<td>0.0000</td>
</tr>
<tr>
<td>5</td>
<td>8.64015</td>
<td>0.0000</td>
</tr>
<tr>
<td>6</td>
<td>6.98608</td>
<td>0.0000</td>
</tr>
<tr>
<td>7</td>
<td>6.01491</td>
<td>0.0000</td>
</tr>
<tr>
<td>8</td>
<td>4.97120</td>
<td>0.0000</td>
</tr>
<tr>
<td>9</td>
<td>4.48632</td>
<td>0.0000</td>
</tr>
<tr>
<td>10</td>
<td>3.50103</td>
<td>0.0003</td>
</tr>
</tbody>
</table>

_H0: TMS does not Granger Cause RGDP_ is rejected: TMS Granger-causes RGDP at least with a 0.05 level of significance for all the lags from 1 to 10.

<table>
<thead>
<tr>
<th>Lags</th>
<th>F-Statistic</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>41.8172</td>
<td>0.0000</td>
</tr>
<tr>
<td>2</td>
<td>2.52325</td>
<td>0.0829</td>
</tr>
<tr>
<td>3</td>
<td>1.99651</td>
<td>0.1161</td>
</tr>
<tr>
<td>4</td>
<td>2.43859</td>
<td>0.0487</td>
</tr>
<tr>
<td>5</td>
<td>2.75739</td>
<td>0.0200</td>
</tr>
<tr>
<td>6</td>
<td>2.10625</td>
<td>0.0548*</td>
</tr>
<tr>
<td>7</td>
<td>2.03607</td>
<td>0.0532*</td>
</tr>
<tr>
<td>8</td>
<td>1.56284</td>
<td>0.1394</td>
</tr>
<tr>
<td>9</td>
<td>1.61743</td>
<td>0.1139</td>
</tr>
<tr>
<td>10</td>
<td>1.08674</td>
<td>0.3753</td>
</tr>
</tbody>
</table>

_H0: RGDP does not Granger Cause TMS_ is accepted: RGDP does not Granger-cause TMS for all the lags from 1 to 10 except for lags 1, 4 and 5.

*H0 could be rejected at the 0.10 level of significance for lags 6 and 7.

Source: _Own elaboration with data from FRED®_.
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Table 2. Vector Autoregressive (VAR) Model

<table>
<thead>
<tr>
<th>Vector Autoregression Estimates</th>
<th>Sample (adjusted): 1976Q1 2022Q4</th>
<th>Standard errors in () &amp; t-statistics in [ ]</th>
</tr>
</thead>
<tbody>
<tr>
<td>RGDP (-1)</td>
<td>0.773811 (0.079247)</td>
<td>-0.452381 (-2.30651)</td>
</tr>
<tr>
<td>RGDP (-2)</td>
<td>0.087932 (0.09687)</td>
<td>0.386634 (0.23978)</td>
</tr>
<tr>
<td>RGDP (-3)</td>
<td>0.065259 (0.09183)</td>
<td>-0.390835 (-0.23730)</td>
</tr>
<tr>
<td>RGDP (-4)</td>
<td>-0.190118 (0.06995)</td>
<td>0.046640 (0.17313)</td>
</tr>
<tr>
<td>RSTMS (-1)</td>
<td>0.132471 (-4.04679)</td>
<td>1.275894 (-15.8164)</td>
</tr>
<tr>
<td>RSTMS (-2)</td>
<td>-0.145543 (0.05709)</td>
<td>-0.343607 (-14.1431)</td>
</tr>
<tr>
<td>RSTMS (-3)</td>
<td>0.118202 (0.05723)</td>
<td>-0.284375 (-14.1466)</td>
</tr>
<tr>
<td>RSTMS (-4)</td>
<td>-0.051787 (0.03345)</td>
<td>0.176257 (0.08280)</td>
</tr>
<tr>
<td>C</td>
<td>0.305453 (0.23836)</td>
<td>2.507634 (0.59001)</td>
</tr>
<tr>
<td></td>
<td>[1.28147]</td>
<td>[4.25013]</td>
</tr>
</tbody>
</table>

R-squared                       | 0.657752                        | 0.851788                                  |
Adj. R-squared                  | 0.642456                        | 0.845164                                  |
Sum sq. resid                   | 3.424599                        | 2.098264                                  |
S.E. equation                   | 1.381179                        | 3.423762                                  |
F-statistic                     | 43.00152                        | 128.5910                                  |
Log likelihood                  | -323.1334                       | -493.5283                                 |
Akaike AIC                      | 3.533344                        | 5.346046                                  |
Schwarz SC                      | 3.685270                        | 5.009982                                  |
Mean dependent                  | 2.754548                        | 8.012399                                  |
S.D. dependent                  | 2.313201                        | 8.700964                                  |

Model 1. VAR with constant term in RGDP equation

Model 2. VAR without constant term in RGDP equation

Source: Own elaboration with data from FRED®.
Graph 3. Inverse roots of AR characteristic polynomial
Source: *Own elaboration with data from FRED®*.

Graph 4. Impulse-response functions
Source: *Own elaboration with data from FRED®*. 