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ABSTRACT. Quantitative techniques for the 
measurement of uncertainty have been developed in 
information theory studies. One of these techniques, based 
on an entropy measurement, has been applied to the 
assessment of supply chain uncertainty. Using this 
technique, it is possible to consider two fluctuations. 
Therefore in this paper for calculating entropy, customer 
and supplier effects in uncertainty have been employed 
simultaneously. 

 

Received: May, 2011 
1st Revision: June, 2011 
Accepted: September, 2011 

JEL Classification:  C5 Keywords: entropy, supply chain, uncertainty, Tsallis. 

 

Introduction 

 

The concept of entropy has been very widely used in scientific literature. Confusion 

regarding the exact nature of the concept is equally widespread (Haynes, Phillips, & 

Mohreeld, 1980). In thermodynamic context entropy is the friction inherent in any real system 

that defined as follow: 

 

dT

dQ
dS   

(1) 

 
Where dS is the change in entropy in a closed system due to a physical process in 

which a quantity of heat, dQ, flows from a higher to a lower temperature (dT) (Clausius, 

1979).  

From the perspective of communication and information theory, there is a close 

correspondence between entropy and uncertainty. Shannon looked at information as a 

function of a priori probability of a given state or outcome among the universe of physically 

possible states (Shannon, 1948).  

Shannon defined information as “that which decreases uncertainty” (Shannon & 

Weaver, 1963). He showed that the basic information measure over a set of informational 

symbols, Nxxxx ,...,,, 321  is: 
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Where H(x) is the information, X is a random variable with a domain of N 

informational symbols, 
Nxxxx ,...,,, 321

, sometimes called alphabet, and the range of the 

random variable is the probabilities, P(xi) (Sneddon, 2007). 

Many researchers have been used from Shannon method for measuring entropy in 

various cases. Since the aim of this paper is measuring entropy in supply chain, therefore in 

the following of the paper, the related literature of entropy in the supply chain is mentioned. 

Ronen and Karp have employed entropy based formulations to depict the flow of raw 

material and information flow in the supply chain (Ronen & Karp, 1994). Some researchers 

have used from entropy-based formulation to quantify a supply chain’s structural and 

operational complexity derived from the material and information flow uncertainty (Frizelle 

& Woodcock, 1995) and (Sivadasan, Efstathiou, Frizelle, shirazi, & Calinescu, 2002). Olvera 

has proposed an entropy-based formulation as the basis of a methodology for comparing 

different information sharing approaches in a supply chain environment (Olvera, 2008). 

Shuiabi and et al have employed Shannon method for measuring flexibility of manufacturing 

operations (Shuiabi, Thomson, & Bhuiyan, 2005). Inventory is one of the important driver in 

supply chain. Brindle and Gibson have used Shannon entropy method for the assessment of 

medical device diversity in large inventories of medical equipment (Brindle & Gibson, 2008)  

Some researchers have used entropy versus quality. Radosavljevic and Williams are 

presented a way in which to establish the level and change of entropy, employing the six 

sigma rate/probability of defectives/defects evaluation (Radosavljevic & Williams, 2005). 

Sharma and et al have been defined system entropy, wastivity and quality and they have 

presented conceptual relationships between them (Sharma, Sushil, & Gupta, 1994). 

Dissanayake and et al have described the application of entropy concept in quality control and 

they have proposed a method for evaluation of sources of risks and quality reduction in the 

complex system (Dissanayake, Pankov, & Shestakov, 2004).  

Most researchers in the field of supply chain have employed Shannon entropy-based 

formulation to measure diversity, flexibility, quality, information sharing level and other 

subjects. In this paper we have used  Tsallis method to calculate entropy in supply chain. This 

method is more suitable for entropy measurment in supply chain than Shannon, because it 

employ two type fluctuations. 

In section 2, we will explaine the Tsallis entropy brifly. Section 3 describes the use of 

Tsallis method for measuring entropy in supply chain and finally the paper is concluded in 

section 4 discussing the results and further related research opportunities. 

 

1. Tsallis entropy 

 

Tsallis entropy was first introduced by Havrda and Charvat and examined in depth by 

Aczel and Daroczy (Sneddon, 2007). This entropy measure differs from Shannon entropy, 

which is an extensive measure. In extensive entropy, the entropy of a system is equal to the 

probability-weighted sum of the entropies of each part of the system. In addition to 

probabilities, there is another parameter in Tsallis entropy for measuring intrinsic fluctuations 

(Wilk & Wlodarczyk, 2008).  

 

 







i i

q

i
iiqiq

q

P
PPLnPS

1

)1(
1

 
(3) 

 

Here, q is a parameter that is grater than 0. Note that, in the limit that q goes to 1, this 

reduces to the Shannon measure. For understanding equation 3 see following example (Wilk 

& Wlodarczyk, 2008). 
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Consider a system of size V0 and divide it into cells of size V each; we then have 

M=V0/V such cells (divisions). Suppose now that in one of these cells an object is hidden and 

that the probability to find it in a cell is the same for all cells and is 
M

1 . The corresponding 

Shannon entropy, describing the situation of finding this particle in one of the cells. Suppose 

that the in a cell there can be more (or less) than one particle (see Figure 1). 

 

              

            

            

            
 

Fig 1. Schematic illustration of three possible situation encountered when gathering 

information (Wilk & Wlodarczyk, 2008).  

 

In this case, equation 3 rewritten in the following form. 
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v

V
k   is the number of particles that can put in a given cell. As illustrated in Fig. 1 one can 

encounter three typical situations: 

 Even when one finds the right cell one still has to search for a while before deciding 

that the chosen particle is the right one. In our example this is visualized by the fact 

that the particle is smaller than the cell and there can be more than one particle per cell 

(left panel of Fig. 1). 

 It can happen that one is sure that the chosen particle is the right one even before the 

right cell has been identified. In our example this corresponds to a situation when the 

particle is bigger than the cell (right panel of Fig. 1). 

 The information needed to locate the particle is the same as to find the right cell. It 

means that volumes of cell and particle are equal and there can be only one particle 

per cell (middle panel of Fig. 1). 

 

2. Application of  Tsallis entropy in supply chain 

 

Tsallis entropy is a more comprehensive method comparing to Shannon entropy 

method because in shannon method we have only Pi parameter (probability of possible events 

in the sample area) but in Tsallis method we have also q parameter. q parameter presents 

somehow the intrinsic fluctuation of the physical system. In this article two types of 

fluctuations in supply chain have been selected. One of them is from the role players 

perspective and the other is from the customers perspective in supply chain.  

Based on Chopra and Meindl definition: A supply chain consist of all stages involved, 

directly or indirectly, in fulfilling a customer request (Chopra & Meindl, 2001). According to 
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the above mentioned definition, the main purpose of supply chain is to fulfill the customers’ 

needs. These needs can be divided into two groups:  

1. Predefined requirements that have been covered through product design. 

2. Implicit needs of the customer that come across after using the product. 

In many products such as automobiles, home appliances and cell phones, the product 

is guaranteed by a specific manufacturer. The number of requests for using guarantee services 

depends on the type and complexity of product. 

In Iran, the experiences show that a considerable amount of requests for using 

guarantee services are based on customers implicit needs which have not been considered in 

product design.  

Taking into account the above explanations, the selected parameters for calculation of 

supply chain entropy are as follows: 

N: Total number of requests for using guarantee services in a specified period.  

mi: Number of problems mentioned by customer i which are realistic and can be fixed. 

ni: Number of problems mentioned by customer i which are based on his/her implicit needs. 

Pj: Contribution of player j in causing realistic problems  

Therefore the value of q in equation 3 is: 
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Figure 2 shows the role of q in calculation of entropy. In this image the assumption is 

that the supply chain has three members and for each members jkP  equals 1/3. 

 

 

 

 

As illustrated in Figure 2 the reduction of q results in the increase of entropy. In this 

case, the increase of entropy is not due to producing the defective product but it is due to lack 

of attention to the implicit needs of the customer. So it is possible to reduce entropy by 

improving the specifications of product. 
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Fig 2. Effect of q parameter in Tsallis entropy value 
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3. Numerical example 

 

Figure 3 present an automotive supply chain in top level in Iran. As illustrated, 

autopart manufacturers deliver produced parts to supplier company of automotive parts 

(named SAPCO) and it delivers the parts to the automanufacturing company and the 

automanufacturing company assembles the parts and delivers the autos to the customers. 

 

  

 

 

 

 

 
All cars are guaranteed for a specific period. Table 1 shows the information about 10 

customers who have asked for using guarantee services. 

 

Table 1. Customers Information 

 

Customer 

Number 

Identified Problem Source of the Problem 

Quantity Realistic Implicit Autopart 

manufactures 

SAPCO Automaker 

1 4 3 1 1 0 2 

2 6 2 4 0 1 1 

3 8 3 5 2 1 0 

4 3 1 2 0 0 1 

5 7 5 2 3 1 1 

6 5 4 1 0 2 2 

7 6 2 4 0 0 2 

8 2 2 0 1 1 0 

9 6 4 2 2 1 1 

10 9 6 3 1 2 3 

sum 56 32 24 10 9 13 

 

According to the equation 3 the entropy of the above table is: 

 

57.0
2432

32
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32
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Conclusion 

 

Measurement of entropy can be helpful in identifying improvement ereas in supply 

chains. In this paper, Tsallis entropy method is used for measuring supply chain entropy. 

Tsallis entropy method is more comprehensive compared to the Shannon entropy method and 

in specific point (q=1) both methods are applicable. In this method, the irregularity occurred 

in the supply chain is measured from both customer and supplier perspectives. Sometimes 

customer realise his/her implicit needs after using a product. He/she assumes these needs as 

real shortcomings of product and go to dealership offices to get the problem fixed. These 

Autopart 

manufactures  

       

ers 

SAPCO Automaker Customer 

Fig 3. Automobile supply chain in the top level 
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expectations can be identified and considered in product design. It will result in considerable 

decrease in entropy. 

 

Future research 

 

Differentiating between customer's implicit needs and real product defects is not an 

easy thing to do. In these cases the entropy can be measured by combining the above method 

and fuzzy set theory. 
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